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1. Preamble: M. A. / M. Sc. Biostatistics programme is of minimum 92 credits spread over four semesters. The programme emphasizes both theory and applications of Biostatistics in biological/medical sciences and is structured to provide knowledge and skills in depth necessary for the employability of students in industry, other organizations, as well as in academics. The program has some unique features such as independent projects, number of elective courses, extensive computer training of statistical computations including standard software packages such as STATA, R, and SPSS. The department has the academic autonomy and it has been utilized to add the new and need based elective courses. The independent project work is one of the important components of this program. In all semesters I, II, III & IV some courses are compulsory and others are elective. The syllabus has been framed to have a good balance of theory, methods and applications of Biostatistics. 
It is possible for the students to study basic courses from other disciplines such as health sciences, life sciences, physical sciences, social sciences, bioinformatics, biomathematics, analytical software etc in place of electives as offered in University of Lucknow. 
2. Introduction: M. A. / M. Sc. Biostatistics program has semester pattern and credit system with variable credits. The program consists of 92 credits. Credits of a course are specified against the title of the course. A course with T in brackets indicates that it is a theory course whereas a course with P in brackets indicates that it is a practical course. Some of the practical courses are linked with a theory course and in such a case, both the courses will have the same number with T and P, indicating a theory and a practical course respectively. A student can enroll for a practical course if the student has enrolled for the corresponding theory course (as indicated) in the same term. 
Scope:
· To cover the basic Biostatistical concept and theory needed by practicing as a biostatisticians. 

· To furnish students to teach themselves new skills in what is a fast developing area under discussion. 

· To enable students to turn a problem described in terms into something that can be tackled by a Biostatistical analysis. 

· Teach, and provide the opportunities to learn, a core of advanced Biostatistical methods, together with a range of more specialized options in biostatistics.

3.  The key learning outcomes of the M.A./ M.Sc. Biostatistics are:
· The student's can handle and analyze biological/medical/clinical databases with computer skills. 

· The students may able to describe complex Biostatistical ideas to non-biostatisticians and to present the results of their analyses in written, oral forms and can make practical suggestions for fulfilling the objectives of the study such as assessment, monitoring, evaluation, improvement etc 

· The students may get wide range of opportunities of Biostatistics in Health industry sector as well as in government/private sector. 

· The students will get wide range of Biostatistical skills, including problem-solving, project work and presentation; they may enable to take prominent roles in a wide spectrum of employment and research. 

4. Eligibility: For M. A. / M.Sc. in Biostatistics following candidates are eligible for twenty combined seats. 

Any graduates with mathematics as one of the subject at 10+2 level. 
Structure of the course
M.A. & M.Sc. BIOSTATISTICS

(Choice Based Credit System)

(With effect from Academic Year 2015-2016)

	M.A./ M.Sc. (Biostatistics) - I year (CBCS Pattern)

SEMESTER- I


	Sr. No.
	Course
	Course Title
	Theory/ Practical Paper
	No. of Credits
	Marks@ 25/Credit
	Grand Total

	BST01
	Core I
	Descriptive Statistics
	L/T
	4
	100
	100

	BST02
	Core II
	Elements Of Demography
	L/T
	4
	100
	100

	BST03
	Core III
	Probability Theory And Distributions
	L/T
	4
	100
	100

	BST04
	Core IV
	Health Data Management & Computer

Programming
	L/T
	4
	100
	100

	BST05
	Elective Group I
	Elective-1

DATA ANALYSIS USING SPSS
	L/T
	3
	75
	75

	BSP01
	Core 

Practical I
	Practical I (Practical Based on T01- T04)
	P
	4
	100
	100


	TOTAL
	575


	M.A./ M.Sc. (Biostatistics) - I year (CBCS Pattern)

SEMESTER- II


	Sr. No.
	Course
	Course Title
	Theory/ Practical Paper
	No. of Credits
	Marks@ 25/Credit
	Grand Total

	BST06
	Core V
	Sampling Theory
	L/T
	4
	100
	100

	BST07
	Core VI
	Biostatistical Inference
	L/T
	4
	100
	100

	BST08
	Core VII
	Research Methodology
	L/T
	4
	100
	100

	BST09
	Core VIII
	Statistical Genetics
	L/T
	4
	100
	100

	BST10
	Elective Group II
	Elective-2
DATA ANALYSIS USING STATA
	L/T 
	3
	75
	75

	BSP02
	Core 

Practical II
	Practical III (Practical Based on T06- T10)
	P
	4
	100
	100


	TOTAL
	575


	M.A./ M.Sc. (Biostatistics)- (CBCS Pattern)

SEMESTER- III


	Sr. No.
	Course
	Course Title
	Theory/ Practical Paper
	No. of Credits
	Marks@ 25/Credit
	Grand Total

	BST11
	Core IX
	Generalized Linear Models
	L/T
	4
	100
	100

	BST12
	Core X
	Design of Experiments
	L/T
	4
	100
	100

	BS T13
	Core XI
	Survival Analysis
	L/T
	4
	100
	100

	BS T14
	Core XII
	Epidemiology
	L/T
	4
	100
	100

	BS T15
	Elective

Group III
	Elective-3 

GENDER STATISTICS
	L/T
	3
	75
	75

	BS P03
	Core 

Practical

III 
	Practical III (Practical Based on T11 -T14)
	P
	4
	100
	100


	TOTAL
	575


	SEMESTER- IV


	Sr. No.
	Course
	Course Title
	Theory/ Practical Paper
	No. of Credits
	Marks@ 25/Credit
	Grand Total

	BST16
	Core XIII
	computer-intensive

statistical methods
	L/T
	4
	100
	100

	BST17
	Core XIV
	Applied Multivariate

Analysis
	L/T
	4
	100
	100

	BST18
	Core XV
	Clinical Trials
	L/T
	4
	100
	100

	BST19
	Elective

Group IV
	Elective-4

Ethics, Integrity and Aptitude 


	L/T 
	3
	75
	75

	BS P04
	Core 

Practical IV
	Practical IV (Practical Based on T16-T18)
	L/T
	4
	100
	100

	BSMPR
	CoreXVI project
	Major Project
	L/T/Field/Lab/P
	4
	100
	100


	TOTAL
	575


ELECTIVE  PAPERS for M.A./M.Sc. (Biostatistics) offered by Department of Statistics

SEMESTER I

-
DATA ANALYSIS USING SPSS

SEMESTER II

-
DATA ANALYSIS USING STATA
SEMESTER III 

-
GENDER STATISTICS
SEMESTER IV

-
ETHICS, INTEGRITY AND APTITUDE 

SYLLABUS OF M.A. / M.Sc. (Biostatistics), Department of Statistics, Faculty of Science, University of Lucknow, Lucknow

(FOUR-SEMESTER SELF- FINANCING COURSE)

First Semester

BST01: Core I:  Descriptive Statistics

(4 Credits – 4 hours of Theory Teaching per week)
Note:

For all unit I to IV: Concepts are to be discussed with simple proofs where needed or without proofs. Emphasis is to be given on the applications of these concepts in biological fields.

Unit I

Statistical Data, Types of Data: attributes and variables, discrete & continuous data, Primary data, Secondary data, Different types of scales- nominal, ordinal, ratio and interval. Presentation of data: Construction of tables with one or more factors of classification. Diagrammatic and graphical representation of grouped data. 

Unit II

Frequency distributions, cumulative frequency distribution and their representation, histogram, frequency polygon and ogives. Stem and leaf chart. Box Plot, Univariate data-Concepts of central tendency, dispersion and relative dispersion, moments, measures of skewness and kurtosis.

Unit III

Bivariate Data: Scatter diagram. Correlation coefficient and its properties, Correlation ratio. Rank – Spearman’s and Kendall’s measures of correlation. Principle of least squares, linear regression, fitting of curves reducible to polynomials by transformation. Multiple regression, Multiple and partial correlation coefficients.

Unit IV

Sampling distribution for discrete data. Analyses of contingency tables; hypothesis of homogeneity and independence. Measures of association, relative risk, odds ratio and confidence interval. Measures of agreement- Kappa and weighted kappa. 

References

1. Alan Agresti: Categorical Data analysis; John wiley and Sons, New York, USA.

2. Bhatt B R, Srivenkatramana T and Rao Madhva K S (1996): Statistics: A Beginner’s Text, Vol 1, and  New Age International (P) Ltd.

3. Goon A M, Gupta M K, Das Gupta B. (1991): Fundamentals of Statistics. Vol 1, World Press, Calcutta.

Additional References

1. Anderson T W and Sclove S L (1978): An Introduction to Statistical Analysis of Data, Houghton Mffin\Co.

2. Snedecor G W and Cochran W G (1967): Statistical Methods. Iowa State University Press.

3. Spiegel, M R (1967): Theory and Problems of Statistics, Schaum’s Publishing Series.

 BST02: Core II:   Elements of Demography

(4 Credits – 4 hours of Theory Teaching per week)
Unit I

 Introduction to Demography: Source of Demography Data: Census, vital events, registration, survey, extent of under registration, Chandrasekhar Deming Index Mortality, Measurements: Crude and specific rates, direct and indirect methods of standardization, Determinants of mortality

Unit II

 Fertility: Crude and specific rates, gross reproduction rates, net reproduction rates, parity progression ratio, child-women ratio. Determinants of fertility, fertility differentials.

Unit III

Life table- construction and uses, Abridged Life table-construction and uses, Concept of model life table.

Unit IV

 Migration: Measures of migration, Balancing equation, survival ratio method, Selectivity and differential. Factors affecting Migration: Push and pull Factors.

Reference

1.  Ram Kumar, R. (1986): Technical demography, Wiley Eastern Ltd, New Delhi, 

2.  Patnaik, K.B., Ram F.1991.Techniques of Demographic Analysis, Himalaya Publishing House, New Delhi. 

3.  Premi, M.K. Ramanamma, A and V. Bambawale; 1983.An Introduction to social Demography, Vikas Publishing Pvt. Ltd., New Delhi. 

4.  Rao. P.S.S., Jesudian G., Richard J,1983.An Introduction to Biostatistics 2nd Ed.,Department  OF Biostatistics, Christian Medical College, Vellore, 

5.  Bartholomew, D J (1982): Stochastic Models for Social Processes, John Wilew.

6.  Benjamin B (1969): Demographic Analysis, George, Allen and Unwin. Chiang, C L (1968): Introduction to Stochastic Processes in Biostatistics, John Wiley.

7.  Cox P R (1970): Demography, Cambridge University Press.

8. Keyfitz N (1977): Applied Mathematical Demography, Springer    Verlag.

9. Siegelman M (1969): Introduction to Demographic Analysis. Harward University Press.

10. Wolfenden H H (1954): Population Statistics and Their Compilation; American Actuarial Society.

BS  T03: Core III:  Probability Theory and Distributions

(4 Credits – 4 hours of Theory Teaching per week)
Note:

For all unit I to IV: Concepts are to be discussed with simple proofs where needed or without proofs. Emphasis is to be given on the applications of these concepts in biological fields.

Unit I

Random experiment, trial, sample point and sample space, events, operations of events, concepts of equally likely, mutually exclusive and exhaustive events. Definition of probability:  Classical, relative frequency and axiomatic approaches. Discrete probability space, properties of probability under set theoretic approach Independence of events, Conditional probability, total and compound probability theorems, Bayes theorem and its applications. 

Unit II

Random variables – discrete and continuous, probability mass function (pmf) and probability density function (pdf), Cumulative distribution function (cdf) and their properties. Joint pmf / pdf of several random variables. Marginal and conditional distributions of functions of discrete and continuous random variables,.  Independence of random variables, Expectation of a random variable and its properties, Moment Generating Function (m.g.f) and Characteristic Function. Inversion Formula. 
Unit III

Review of Standard univariate and bivariate- discrete and continuous distributions: degenerate, discrete uniform, binomial, Poisson, geometric and negative binomial, hyper-geometric, continuous uniform, normal distributions, exponential distributions , reproductive property of standard distributions. 

Unit IV

Chebyshev’s inequality. Weak law of large numbers and Central Limit Theorem for a sequence of independently and identically distributed random variables and their applications. Law of large numbers and central theorem. Review of Sampling Distributions,
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, t and F distributions with reference to Biostatistical aspects.

References
1.  Mood A. M., Graybill F A and Boes D. C. (1974): Introduction to the           

     Theory of Statistics, Mcgraw Hill.

2.  Chung K. L. (1979): Elementary Probability Theory with Stochastic 

      Processes, Springer International Student Ed.

3.  David Stirzaker (1994): Elementary Probability, Cambridge 

     University Press.

4.   Feller, W. (1968): An Introduction to Probability Theory and Its     

     Applications, Wiley.

5.  Mukhopadhyay, P. (1996): Mathematical Statistics, New Central  Book Agency, Kolkatta.

6.  Parzen E (1960): Modern Probability Theory and Its Applications, Wiley Eastern.

7. Pitman, Jim (1993): Probability, Narosa Publishing House.

8.   Meyer, P.: Introductory Probability and Statistical Applications.

BST04: Core IV: Health Data Management & Computer Programming

(4 Credits – 4 hours of Theory Teaching per week)
Unit I

Principles and practice or Health Data Management- Manual, electrical, electronic devices-strategies, Data Base Management (using Fox Pro or Visual Basic or any available dbms package) : Creating structure and command file, interacting with the user commands, accepts, input, wait, get. DO WHILE, IF ELSE….ENDIF, DO CASE. ENDCASE. Debugging techniques. Procedure files, public memory variables. Techniques for report and form. Linking database, adding and deleting data to linked to database.

Unit II

Essentials of C++: Functions and parameters, classes, constructions, input/output, control statements such as if-self, switch, for, while and do-while, pointers and references, 

Unit III

Dynamic allocation, processing of linked lists, array and character strings, and libraries. Introduction to program analysis: simple testing and debugging. 

Unit IV

Introduction to available and any one of relevant Statistical packages as SPSS / R / S Plus. Defining data, data transformation, selective, weighting and ordering cases. Restructuring files, Frequencies, Descriptive, Cross tabs and mean procedures. t-test correlation, ANOVA and Non-parametric procedures. Discriminant function and principal component procedure.

Note: Student Are Expected To Interpret The Output.

References:

1.
Byron S, Gottfried (1986): Theory and Problems of programming with BASIC, Mc Graw Hill Co. New York. 

2.
Marija J. Norusis (1988): Statistical Package for Social Sciences, SPSS Inc., USA,              

Additional References:

1.
Thomas WM. Madron (1985):  Using Microcomputers in Research, Sage Univ.52 Sage C. Neal  Tates and Robert Publications, New Delhi.G. Brookshire

2.
 Philip A. Schrodt. (1984):
Microcomputer Methods for social scientists. Sage Univ. paper 40.Sage Publications, New Delhi.

3.    
R Decker and S. Hirshfield (1998): The object Concept: An      Introduction to Computer Programming using C++, PWS Publishing.

4.
S B Lippmann and J. Lajoie (1998): C++ Primer. 3rd edition, Addition_Wesley.

5.
Brian Croritt and Sophia-Rabe Hesketh (2006): Analysing Medical Data using SPSS.

6.
W J Savitch: Problem Solving with C++: The Object of Programming. 3rd edition, Addition-Wesley Longman.

BST05: Elective Group I: DATA ANALYSIS USING SPSS 


(3 Credits – 6 hours of T/L per week)

UNIT – I

Data files, Distributed Analysis Mode, Data Editor, Working with Multiple Data Sources, Variable View-Data Preparation, Data Transformation : File Handling, File Transformation, Working with Command Syntax.

UNIT – II

Analyzing Data, Code Book, Frequencies, Descriptives, Explore, Cross Tabs, Summarize, Means, OLAP Curves, Tables and IGRAPH, Command Syntax, Syntax Commuter.

UNIT – III

T Tests, One way ANOVA, GLM Univarate Analysis, Bivariate Correlation, Partial Correlation, Distances, Linear Regression, Ordinal Regression Partial Least Square Regression.

UNIT – IV

Nearest Neighbor Analysis, Discriminant Analysis, Factor Analysis, Choosing a Procedures for Clustering, Two Step Cluster Analysis, K-Means Cluster Analysis, Non Parametric Tests.         

REFERENCES


1. Margan G A: SPSS for Introductory Statistics; Uses and Interpretation.

2. Practical Work Book by Bristol Information Services: Introduction to SPSS for Windows. 

BSP01: Core Practical I: BIOSTATISTICS PRACTICAL 

 (4 Credits – 8 hours of T/L per week)

Note on Practicals: Each practical session should correspond to two       teaching hours. 

 List of Practical Experiments

1. Graphical representation of data by Histogram, Frequency polygons, frequency curves and Ogives, stem & Leaf  Plot, Box Plot. 

2.  Calculation of measures of location.

3. Calculation of measures of dispersion.

4. Calculation of moments, measures of skewness and measures of Kurtosis.

5. Fitting of curves by method of least squares.

6. Determination of regression lines and calculation of correlation coefficient – grouped and ungrouped data.

7. Calculation of correlation ratios and rank  correlation coefficients.

8. Calculation of multiple and partial correlation coefficients for three variables

9. Calculation of measures of association in contingency tables.

10. Direct and Indirect Methods of Standardization.

11. Construction of Life Table and Abridged Life Table.

12. Calculation of measures of mortality and fertility.

13. Population estimation using exponential and modified exponential function; Logistic, Makeham and Gompertz curves.

14. Estimation of net migration using survival Ratios.

And

Any other relevant practicals based on Papers BS11, BS12, BS 13 and BS14.

Practical work should be done on statistical packages or using high level languages. The purpose of this part is to use a statistical package such as MS- Excel /SPSS /S+/ R/ MINITAB/ etc. to carry out statistical procedures already known to students based on theory papers taught in semester I. No new statistical methods should be presented but interesting data can be analyzed using known methods on the package. Topic should include graphics, descriptive statistics, and representation of multivariate data.

M. A. / M. Sc. (Biostatistics) Second Semester

BS  T06: Core V: Sampling Theory

 (4 Credits – 4 hours of Theory Teaching per week)
Note:

For all unit I to IV: Concepts are to be discussed with simple proofs where needed or without proofs. Emphasis is to be given on the applications of these concepts in biological fields.

Unit I

Concepts of population and sample, advantages of sampling, census and sample surveys, Basic concepts in sampling and designing of a large scale surveys. Types of sample – the convenience sample, Judgment sample and the probability sample; simple random sampling with and without replacement.

Unit II

Systematic sampling, Stratified sampling, Estimation of mean, Proportion and standard error using the above probability sampling, probability proportional to size sampling,  Estimation of sample size for clinical experiments, sources of error in surveys.

Unit III

Estimation of mean proportion and standard error in cluster sampling, Multistage and multiphase sampling, 

Unit IV

Ratio and Regression method of estimation, Quota sampling for proportions. Double sampling, interpenetrating sub-sample, Snowball sampling
References
1.  Murthy M N: (1967): Sampling theory and methods Statistical      Publishing Society, Kolkatta.

2.    Cochran W G: (1994): Sampling Techniques 3rd Edition, Wiley Eastern.

3.    Des Raj and Chandok (1997): Sampling Design, Tata Mc Graw Hill.

4.   Goon A M, Gupta, M K and Das Gupta, B (1986): Fundamental of Statistics; Vol II, World Press, Kolkatta.

5.  Mukhopadhyay, Parimal (1996): Theory and Methods of Survey Sampling. Prentice Hall.

6.   Sukhatme, Sukhatme, Sukhatme & Asok: Sampling Theory of Surveys with applications.

BS  T07: Core VI:  Biostatistical Inference

(4 Credits – 4 hours of Theory Teaching per week)
Note:

For all unit I to IV: Concepts are to be discussed with simple proofs where needed or without proofs. Emphasis is to be given on the applications of these concepts in biological fields.

Unit I

Parametric models, parameters, problem of inference, Estimation: properties of point estimations, Minimum variance unbiased estimator, best linear unbiased estimator, interval estimation: Confidence interval for mean, variance of normal distribution, proportions, Correlation and regression coefficients. Confidence interval of mean and variable for small samples.

Unit II

Testing Hypothesis: Critical region and level o significance, test of a simple hypothesis against simple alternative, composite hypothesis, Neyman-Pearson test of hypothesis, UMP test, UMP unbiased test, Likelihood ratio test, Test on the mean of normal population, difference between the mean of two normal population, Test on the variance of normal populations, 
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   -test, 
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- goodness of fit test and test of independence in contingency tables. Test of proportion, test of correlation and regression coefficient, Test based on 
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 , t and F.

Unit III

Illustration of Cramer – Rao inequality, Bhatacharya inequality, Rao – Blackwell inequality, Maximum Likelihood estimators, Method of moments, Method of minimum variance, Method of Chi-square, Method of modified minimum- chisquare, Method of least squares.

Unit IV

Sequential Analysis and Sequential probability ratio test, Non-parametric test – Wilcoxon, Mann-Whitney, Kolmogorov tests (two sample tests), Quantile tests, Multiple range test.

References
1.  Kale B K (1999): A first Course on Parametric Inference, Narosa Publishing House.

2.    Lehmann E L (1986): Theory of Point Estimation (Student Edition)

3.    Lehman E L (1986): Testing Statistical Hypotheses (Student Edition)

4.    Armitage P., Berry G. (1990).: Medical Research: Blackwell Scientific   Publications

5. Hogg & Graig: Mathematical Statistics.

6.      Rao C.R. (1973): Linear Statistical inference and its applications 2nd Ed.  John Wiley & Sons, Inc.

BST08: Core VII  : Research Methodology

(4 Credits – 4 hours of Theory Teaching per week)
Unit I

 Research Methods: Scientific Research: The scientific method and problem solving. Characteristics to the scientific approach. Purpose of scientific approach. Research as Decision- making process: Research alternatives, role of research methods in business and industry. Limitations of research. Major steps in the research process: Literature review, theoretical contexts, research problem, research hypothesis.

Unit II

Research Designs: exploratory research studies in case of descriptive research and studies, causal research studies, Experimental, Quasi-Experimental and non-experimental research. Surveys and evolution research, Retrospective (case- control), Prospective (cohort and case-cohort) and case studies, historical research. Sampling techniques and sample size determination, 

Unit III

Techniques of control, Internal and external validity, characteristic of good design and time dimension. Measurement and Data collection: Primary and Secondary, Self report, observational, physiological measure. Projective techniques: Recodes and available data, Questionnaires and interview schedules, designing self- Report instruments, scales, response bias.

Unit IV

Unstructured observational and structural observational methods, observational sampling, evolution, Errors of measurement, reliability, validity and other criteria for assessing measures. Research Report: Data preparation and preliminary analysis, statistical analysis, model building and decision making, the context, style of research report. Types of research documents, writing and formatting of report, presentation of critique.

References:

1.  Cenise F. Polit and and applications, J.B. Bemadette P. Hungler (1984) Essential of Nursing Research Methods Lippinott Company, U.K.  

2.  Carol T. Bush (1985): Nursing Research, Reston Publishing C. Reston, 

3.  Bhattacharya, D. K. (2003): Research Methodology, Excel Books,      New Delhi

Additional References:

     1.  Cheryl B. Setter (1984): Nursing Research in a Service Setting Reston Publishing Co. Reston. 

     2.
Louise H. Kidder (1981): Research Methods in Social Relations. IV Edition, Holt Rinehart and Winston, New York.

   3.
Pauling V. Young (1968): Scientific Social surveys and research                                                                    Pretence- Hall, New Delhi. 

BS  T09: Core VIII: Statistical Genetics

(4 Credits – 4 hours of Theory Teaching per week)
Unit I

Basic biological concepts in genetics (relevant to this course). Mendel’s law, Hardy Weinberg equilibrium. Mating tables, estimation of allele frequency (dominant /co-dominant cases). 

Unit II

Approach to equilibrium for x-linked gone, natural selection, mutation, genetic drift, equilibrium when both natural selection and mutation are operative.

Unit III

 Non- random Mating, inbreeding, phenotypic assortative mating. Analysis of family data (a) relative pair data, 1, T, 0 matrices, identity by descent. (b) Family data – estimation of segregation ratio under ascertainment bias, (c) pedigree data: Elston- Stewart algorithm for calculation of likelihoods. 

Unit IV

Linkage, Estimation of recombination fraction, inheritance of quantitative traits. Models and estimation of parameters. Sequence similarity, homology and alignment. Algorithms for (a) pair wise sequence alignment, (b) multiple sequence alignment, construction of phylogenetic trees, UPGMA, neighbour joining, parsimony and maximum likelihood algorithms.

References:

1. C. C. Li (1976): First course on population genetics. Boxwood Press, California

2. W. J. Ewens (1979): Mathematical population genetics. Spriger Verlog.

3. T. Nagylaki (1992): Introduction to theoretical population genetics. Spriger Verlog.

4. R. Durbin, S. R. Eddy, A. Krogh, G. Mitchison (1998): Biological sequential Analysis: Probabilistic models of proteins and nucleic acids.

5. Emery A.E.G. (1986):
Methodology in Medical Genetics An  introduction to statistical methods. Churchill Livingstone, New York.

 6.
Crow J.F. and Kimura M. (1970): An Introduction to population Genetic Theory. Harper and Row New York, (Selected Chapters).


7.
Curt Stern and W.H. Freeman (1960): Principles of Human Genetics, company, San Francisco

Additional References:

  1. R. C. Elandt- Johnson (1975) Probability models and statistical  

      Methods in genetics. John Wiley.

  2. Cavalli – Sforza, LL. W.H. Freeman and Bodmer W.F. (1971):

      The Genetics of Human population company, San Francisco      

      (Selected Chapters).

       3. Walter J. Burdette. (1962): Methodology in Human Genetics. 

            Holden Day Inc., San Francisco.

 4.
Schull W.J. and Neel J.V. (1965): The Effects of Inbreeding of Japanese   Children, Harper & Row, New York, 

BST 10: Elective Group II: Data Analysis using STATA

(3 Credits – 6 hours of T/L per week)

UNIT -I

STATA Environment: STATA windows- command window and result window, Review window, variable window, data browser, data editor, do-file editor, viewer and Help. Files-log files, STATA data files; initial setup- memory allocation and setting setup file and other system parameters; functions, operators and expressions in STATA; STATA command syntax; working with STATA: basic unit of data, loading and saving data, working with data, value and variable labels, some elementary commands-commands for loading or importing and saving data in main memory, commands related to data manipulation, commands related to tabulation, command related to combining data, commands for reshaping/ re-structuring the datasets and commands which having `replace` options. other important commands- sorting, dealing with the variables and observations, and dealing with missing data. 

UNIT-II

Role of log files, concept of immediate commands, other immediate handy options-sample size and power estimation. Exploratory data analysis. Frequencies analysis, cross tabulations, descriptive Statistics, Three-way crosstabs, creation and editing of basic graphs. formatting graphs. Advanced Graphs-Scatter plots, Histograms, Catplot, Bars etc. 

UNIT-III

Analysis of continuous and binary outcomes, chi-squared test, t-test, one-way ANOVA, correlation, rank correlation, Simple linear regression, univariate and multivariate logistic regression analysis, some epidemiological tests using STATA, Multiple regression.

UNIT-IV

Preparing data for advance statistical analysis- dealing with dates, setting time and time series variables. Advanced analysis- analysis of longitudinal data in STATA, Survival Analysis in STATA, Principal component analysis and Time series analysis 

References

1. A handbook of statistical analysis using STATA. Sophia Rabe- Hesketh, Brain Everitt.

2. Categorical data analysis. Alan Agresti.

3. Data Analysis with STATA. Prasad Kothari.

4. Using STATA for Quantitative Analysis. Kyle C. Longest

BSP02: Core Practical II: BIOSTATISTICS PRACTICAL 

 (4 Credits – 8 hours of T/L per week)

Note on Practicals: Each practical session should correspond to two teaching hours. 

             List of Practical Experiments
1. Fitting of Binomial, Poisson and Normal distributions to observed data and testing of goodness of fit.

2. Testing of independence of attributes in m x n contingency table and calculation of measures of association.

3. t – test for (i) ( = (0 (ii) (1= (2 (iii) (= (0 (iv) (= (0 (v) (= 0 (vi) (12..3= 0

4. F-test for  (i) (12= (22  (ii) (1.23= 0

5. Fisher’s Z-transformation and its use in testing (i) (1 = (2 (ii) (1 = (2= …=(k (iii) ( =(0 

6. Calculation of power curve for the test of ( = (0 against ( ( (0 for a normal distribution with known variance.

7. Large sample tests.

8. Drawing a simple random sample with the help of table of random numbers.

9. Estimation of population means and variance in simple random sampling.

10. Stratified Random Sampling-Estimation of mean and standard error-proportional allocation, Optimum allocation, Estimation of gain due to stratification.

11. Systematic Sampling

12. Estimation of sampling size in different sampling techniques.

13. Ratio and Regression estimation methods- Estimation mean, total and S.E.

14. Cluster Sampling- Equal and unequal cluster sizes.

15. Double sampling using regression and ratio estimates and double sampling for stratification.

16. Two stage and three stage sampling schemes.

17. Sequential probability ratio tests for parameters of binomial, Normal and Exponential distributions. (One sided alternatives with given β and).

18. ASN & OC  functions for SPRT

19. Non- parametric tests. Test, Kolmogorov- Smirnov test, Median test, Wald run test, Mann Whitney U-test, multiple range test.

                                                        And
Any other relevant practicals based on Papers BS21, BS22, BS23 and BS24.

Practical work should be done on statistical packages or using high level languages. The purpose of this part is to use a statistical package such as MS- Excel /SPSS /S+/ R/ MINITAB/ etc. to carry out statistical procedures already known to students based on theory papers taught in semester II. No new statistical methods should be presented but interesting data can be analyzed using known methods on the package. 

M. A. /M. Sc. (Biostatistics) Third Semester

(4 Credits – 4 hours of Theory Teaching per week)
BST11: Core IX:  Generalized Linear Models

Note:

For all unit I to IV: Concepts are to be discussed with simple proofs where needed or without proofs. Emphasis is to be given on the applications of these concepts in biological fields.

Unit I

Logistic and Poisson regression: logit model for dichotomous data with single and multiple explanatory variables, large sample tests about parameters, goodness of fit, 

Unit II

Linear regression: influential observations and diagnostics, robust methods, collinearity, variable selection analysis of deviance, extension to polytomous data. Log linear models for two and three dimensional contingency tables: interpretation of parameters, comparison with ANOVA and regression, 

Unit III

ML estimation of parameters, Likelihood ratio tests for various hypotheses including independence, marginal and conditional independence, partial association, models with quantitative levels.

UNIT IV

Nonparametric regression and generalized linear models: interpolating and smoothing splines for simple regression, use of cross- validation, applications to logistic and Poisson regression, introduction to additive models and generalized additive models.

References: 

1.  D. W. Hosmer and S. Lemeshow (2000). Applied logistic regression, second edition, Wiley, New York.

2.  A. Agresti (1990). Categorical data analysis. Wiley, New York.

3. R. Christensen (1997). Log linear models and logistic regression,    second edition, Springer, New York.

4. P. McCullagh and J. A. Nelder (1999): Generalized linear models,     second edition, chapman and Hall, New York.

5.  P. J. Green and B. W. Silverman (1994):  Nonparametric regression and generalized linear models, chapman and Hall, New York.

6. T. J. Hastie and R. J. Tibshirani (1999): Generalized Additive models, second edition, Chapman and Hall, New York.

7.  Draper N R and Smith H (1988): Applied Regression Analysis, 3rd edition, Wiley, New York.

8.  Bates D M and Watts D G (1988): Non-linear Regression Analysis and its Application, Wiley, New York.

9.  Cooks R D and Weisberg, S (1982): Residuals and Inference in Regression, Chapman and Hall, London.

Additional references

1. D. A. Belsley, E. Kuh, and R. E. Welsch (1980): Regression   diagnostics, Wiley.

2.  P. McCullagh and J. A. Nelder (1999): Generalized linear models, Third edition, Chapman and Hall, New York.

3.  G. E. F. Seber and C. J. Wild (1989): Nonlinear regression. Wiley.

4.  J. S. Simonoff (1996): Smoothing methods in statistics, Springer.

BS  T12: Core X:  Designs of Experiment

(4 Credits – 4 hours of Theory Teaching per week)
Note:

For all unit I to IV: Concepts are to be discussed with simple proofs where needed or without proofs. Emphasis is to be given on the applications of these concepts in biological fields.

Unit I

Need for designing of experiments, Fundamental principles of design of experiments. Basic deigns-CRD, RBD and LSD. Their layout and analyses. Orthogonality of classification in two-way lay-outs, advantages of orthogonality relation, simple illustrations. 

Unit II

Fixed, mixed and random effect models; Variance components estimation – study of various methods; Analysis of co-variance, missing plot techniques -general theory and application, Cross-over design, 

Unit III

Factorial experiments: 2n, 32 factorial experiments, illustrations, main effects and interactions, confounding and illustrations. Application areas:  Response surface experiments; first order designs and orthogonal designs.

Unit IV

Types of biological assays: direct assays, ratio estimators, asymptotic distributions, Fieller’s theorem. Regression approaches to dose response relationships logit and probit approaches when dose response curve for standard preparation is unknown. Bayesian approach to bioassay

REFERENCES

1.  Alok Dey (1986): Theory of Block designs, Wiley Eastern.

2. Angela Dean and Daniel Voss (1999): Design and analysis of experiments, Springer.

3.  Das M N and Giri N (1979):  Design and analysis of experiments, Wiley Eastern 

4.   John, P W M (1971): Statistical Design and Analysis of Experiments, Macmillan

5.  Joshi D D (1987): Linear Estimation and Design of Experiments, Wiley Eastern.

6.  Montgomery C D (1976): Design and Analysis of Experiments. Wiley, New York.

7.  Pearce S C (1984): Design of Experiments, Wiley, New York.

8.  Rao C R and Kleffe, J (1988): Estimation of Variance Components and applications, North Holland.

9.  Z Govindarajulu (2000) Statistical Techniques in bioassay, S. Kargar.

10.D. J. Finny (1971) Statistical methods in bioassay. Griffin.

11. D. J. Finny (1971) Probit analysis (3rd Ed.) Griffin.

12.G. B. Weatherile (1966) Sequential Methods in Statistics. Methuen.

BS  T13: Core XI:  Survival Analysis

(4 Credits – 4 hours of Theory Teaching per week)
Unit I

Concepts of time, Order and random Censoring, likelihood in these cases. Life distributions-Exponential gamma, Weibull, Lognormal, Pareto, Linear Failure rate. Parametric inference (Point estimation, Confidence Intervals, Scores, LR, MLE tests (Rao – willks –Wald)) for these distributions.

Unit II

Life tables, failure rate, mean residual life and elementary properties. Ageing classes and their properties, Bathtub Failure rate. Estimation of survival function – Actuarial Estimator, Kaplan-Meier Estimator, Estimation under the assumption of IFR/DFR. 

Unit III

Tests of exponentiality against non-parametric classes- total time on test, Despande test. Two sample problem- Gehan test, Log rank test, Mantel-Haenzel test, Tarone – ware tests.

Unit IV

Semi-parametric regression for failure rate- Cox’s proportional hazards model with one and several covariates. Rank test for regression coefficients. Competing risk model, parametric and non-parametric inference for this model. 

REFERENCES

1.  Cox D R and Oakes D (1984): Analysis of Survival Data, Chapman and Hall, New York.

2.  Gross A J and Clark V A (1975): Survival Distribution: Reliability applications in the Biomedical Sciences, John Wiley and sons.

3.  Elandt- Johson, R E Johnson N L , Survival Models and Data Analysis, John Wiley and sons.

4.  Miller, R G (1981): Survival Analysis, John Wiley.

5.  Kalbfleisch J D and Prentice R L (1980), The Statistical of failure Time Data, John Wiley.

BS  T14: CoreXII:  Epidemiology

(4 Credits – 4 hours of Theory Teaching per week)
Unit I

Definition, agent, host and environment, mode of transmission, incubation period, spectrum of disease, herd immunity, classification of cause of death, measure of mortality, studies of mortality. Measure of morbidity, morbidity surveys, issues and problems. Risk, cause and bias, Observational studies: retrospective, cross sectional and prospective studies.

Unit II

Clinical trails: Methods of randomization, ethical issue, cross over trails. Sequential and group sequential trails. Interim analysis, multiple testing and stopping rules. Equivalence trails.

Unit III

Clinical Epidemiology: Definition, reliability, validity, sensitivity, specificity, predictive values. Likelihood ratio test, selection and interpretation of diagnostic test. Deciding on the best therapy. ROC curves, multiple and parallel test. Screening for diseases, Critical approach, and Meta analysis. Epidemiological Models- Epidemometric studies- Deterministic epidemic models: simple, General Recurrent- Stochastic epidemic models.

Unit IV

Chain binomial and branching processes- Spatial models. Applications of Time series analysis in epidemiology simple descriptive techniques for detecting seasonal, cyclical , secular and random variations- Transformations-Trend analysis- Auto correlations- Auto regression- Forecasting Special analysis.

References

1.   K J Rothman and S Greenland (ed.): Modern Epidemiology, Lippincott-Raven.

2.   S. Selvin (1996): Statistical Analysis of Epidemiology data, Oxford University Press.

3.  D Mcneil (1996): Epidemiological Research Methods, Wiley and sons.

4.   J F Jekel, J G Elmore, D L Katz (1996): Epidemiology, Biostatistics and Preventing Medicine, WB Saunders Co.

5.    Lilenfeld, A.M. & Lilenfeld, D.C (1980): Foundations epidemiology, II Ed., Oxford Univ. Press, New York.

6.    Fletcher, R.H., Fletcher, S.W. and Wagner, E.H. 1982: Clinical Epidemiology-   the essentials II Ed. 

7.   Harold A Kahn, 1989: Statistical Methods in Epidemiology. Oxford Univ. Press, New York.                                   

8.    David G, Kleinbaum, Lawrance L. Kupper and Hal Morgenstern 1982: Epidemiologic Research, Van Nostrand, USA. 

9.
Chatfield, C 1984 (Chapters 1, 2, 3, 4, 5, 6, 7): The Analysis of Time Series- An Introduction III Ed, Chapman & Hall, London. 

10.
Bailey, N.T.J, 1967 (Chapters 1, 2 and 9): The Mathematical Approach to Biology and Medicine. John Wiley.

Additional References

1.
David L Sackett, 1967: Clinical Epidemiology, Little Brown & Co. USA, 

2.
Brian Mac Mohan and Thomas, F. Pugh: Epidemiology–Principles and Methods, Little Brown & Co.  USA 

3.
Moolgavkar, S.H. &Prentice R L (Editors): Modern Statistical Methods in Chronic   Disease Epidemiology. John Wiley & Sons                  

4.
Frauenthal, J.C. 1980, Mathematical modeling in epidemiology.    Springer Verlag, 

BST- 15  : Elective group -III

GENDER STATISTICS

(3 Credits – 6 hours of T/L per week)

Unit -I

Introduction: Sex and Gender; Types of Gender,  Gender Roles and Gender Division of Labour(  Gender Stereotyping and Gender Discrimination(  The Other and Objectification(  Male Gaze and Objectivity( Definition and Understanding of Masculinities(  Sociology and Politics of Masculinity and Power, Gender roles: Biological vs cultural determinism,  Private vs public dichotomy(  Existential foundation of gender-power relations, A Paradigm Shift : from statistics to Gender statistics: Objectives and goals of Gender STATISTICS

Unit II

Gender Analysis Process  Collecting Disaggregated Data(  Assessing Gender Division of Labour and Decision making Pattern,  Assessing Access to and Control Over Resources, Assets and Benefits, Understanding Differences in Needs and Strengths, Understanding Complexity of Gender Relation(  Assessing Barriers and Constraints(  Developing Strategies to Address Barriers and Constraints(  Assessing Counterpart/ Partner Capacity for Gender Sensitive Plan(  Assessing Potential of Program/ Project to Empower Women(  Developing Gender Sensitive Indicators(  Addressing Gender Issues 

Unit III

Gender and Family(  Gender division of labour and asymmetric role structure(  Gender role socialization and formation of identity(  Psychoanalysis, social constructionist and discursive analysis of gender(  Gender and Economy(  Segmented labour market and labour force participation(  Occupational segregation and wage discrimination(  Gender stereotyping in work place(Gender Analysis Tools :  Problem Wall(  Activity Calendar(  FGD(  Pair Wise Rank(  Knowledge Mapping(  PRA Techniques(  Constraints and Opportunity Mapping(  Practicum: Case Study Analysis(  Gender Analysis Exercise(  Gender Analysis in Varied Contexts(  Policy|& Programme Planning and Projects Designing.

Unit IV

Gender Equality and Equity and their various indicators with their limitations and strength(  Practical needs and Strategic interests(  Gender as Analytical Category, ( Gender Analysis and  Gender Planning,  Women Empowerment ,  Human development indicators and gender disparity indicators(Gender Analysis in Various Contexts  Policy(  Project Planning and Designing(  Programme Planning(  Monitoring and Evaluation(  Gender Analysis in Sectoral Programmes – Case studies( Practicum: Case Study Analysis Mainstreaming Gender in Policy, Planning, Project Design and Programme Implementation.

Classroom activities : Group Discussion: Gendered division of labour in family and gender power relations Group presentation: Gender discrimination in various in different social institutions Books/Journal Article Review: Caste, Class and Gender

References:

1. Cornell R W (1995) Gender. Cambridge, Polity Press. 

2. Holmes M (2007) What is Gender. New Delhi, Sage Publications. 

3. Jackson S and Scott S (2002) Gender: A Sociological Reader. New York: 

4. Routledge. Kesseler S J And Mckenna W (1978) Gender: An Ethnomethodological Approach. Chicago: University of Chicago Press. 

5. Kimmel S Michael (2004) The Gendered Society; Reader. Oxford: Oxford University Press.

6. Lipman- Blumen J (1984) Gender Roles and Power. New Jersey: Prentice Hall.

7. Oakley A (1985) Sex, Gender and Society. London: Temple Smith. Stanley L and Wise S. (1983) Breakling out Again: Feminist Methodology and Epistemology. London: Routledge.

8. Datta, R. and Kornberg, J. (eds.) (2002) Women in Developing Countries, Assessing Strategies for Empowerment. London: Lynne Rienner Publishers. 

9. Eade, D. (ed.) (1999) Development with Women: Selected essays from Development in Practice. Great Britain: Oxfam.

10. Hunt, J, 2004. ‘Introduction to gender analysis concepts and steps’, Development Bulletin, no. 64, pp. 100-106.

BSP03: Core Practical III: BIOSTATISTICS PRACTICAL 

(4 Credits – 8 hours of T/L per week)
Note on Practicals: Each practical session should correspond to two teaching hours. 

List of Practical Experiments
1. Analysis of variance-Two way classification. Missing plot technique-R.B.D / L.S.D. Mixed up plots technique. 

2. Analysis of variance in one-way and two-way classification (with and without interaction terms).

3. Analysis of a Latin square design.

4. Analysis of variance in RBD and LS design with one or two missing observations.

5. Analysis of Covariance. Two way classification- concommitment variable.

6. Factorial Experiments 23 ,  32 , and 2x3x4 types.

7. Confounding (partial/ Full) in factorial Experiment- 22, 32    
8. OLS estimation and prediction in GLM.

9. GLS estimation and prediction.

10. Tests for autocorrelation. BLUS procedure.

11. Measurement of trend  and seasonal factors

12. Experiments based on survival analysis

13. Design of Epidemiologic Studies  

14. Analysis and inference of Epidemiological Data. 

And
                Any other relevant practicals based on Papers BS31, BS32, BS33 and BS34.

Practical work should be done on statistical packages or using high level languages. The purpose of this part is to use a statistical package such as MS- Excel /S+/ R/ MINITAB/ SPSS etc. to carry out statistical procedures already known to students based on theory papers taught in semester III. No new statistical methods should be presented but interesting data can be analyzed using known methods on the package

M. A. /M. Sc. (Biostatistics) Fourth Semester

BS  T16: Core XIII:  computer-intensive statistical methods

(4 Credits – 4 hours of Theory Teaching per week)
Unit I

Stochastic simulation: generating random observations, simulating multivariate distributions, simulating stochastic processes, such as simple queues. Variance reduction: importance sampling for integration. 

Unit II

Markov chain Monte Carlo methods: Gibbs sampling for multivariate simulation, simulated annealing for optimization. Simulation based testing: simulating test statistics and power functions, permutation tests. 

Unit III

Bootstrap methods: resampling paradigms, bias and standard errors, confidence intervals, bootstrapping in regression. 

Unit IV

Jackknife and cross validation: jackknife in sample surveys cross validation for tuning parameters. 

REFERENCES

1. G. S. Fishman (1969): Monte Carlo concepts, algorithms, and applications. Springer.

2.  R. Y. Rubinstein (1981): Simulation and the Monte Carlo method.    Wiley.

3.  M. A. Tanner (1996): Tools for Statistical inference, Third edition. Springer. 

4.  B. Efron and R. J. Tibshirani (1993): An introduction to the Bootstrap. Chapman and Hall. 

5.   J. Shao and D. Tu (1995): The jackknife and the bootstrap. Springer Varlag.

6. McCullagh P and Nelder J A (1989): Generalized Linear Models, 2nd edition, Chapman and Hall, London.

7. Searle S R (1987) Linear Models for unbalanced Data, Wiley, New York.

8. Seber, G A and Wild, G J (1989): Nonlinear Regression, Wiley, New York.

BS  T17: Core XIV:  : Applied Multivariate Analysis

(4 Credits – 4 hours of Theory Teaching per week)
Note: For all unit I to IV: Concepts are to be discussed with simple proofs where needed or without proofs. Emphasis is to be given on the applications of these concepts in biological fields.
Unit I

Multivariate data and their diagrammatic representation, multiple regression: Continuous variables, dummy variables, residual analysis, multicolinearity, Partial and Multiple correlation, Multivariate Normal Distribution. Maximum likelihood estimators of parameters, Maximum likelihood estimators of total, partial and multiple correlations, 

Unit II

Tests of significance of total, partial and multiple correlations. Hotelling’s T2 statistic and its use in testing- the significance of 1.mean vector from N (
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 ) with unknown dispersion matrix
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, 2. Equality of mean vectors from two Multivariate Normal Populations having same unknown dispersion matrix
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Unit III

Problem of Classification and Discriminant analysis, Mahalnobis D2  statistic and its use in Discriminant analysis.

Unit IV

Factor analysis:  objectives, uses, limitations, comparison with clustering and multidimensional scaling, Principal Component analysis, canonical variates and canonical correlations and their uses. Cluster analysis and its uses.

REFERENCES

1.  Morrison D F (1976): Multivariate Statistical methods, 2nd Edition, McGraw Hill.

2.  B Everitt: Graphical Methods for Multivariate Analysis.

3.  B Everitt: Cluster Analysis

4.  Dellon W and Gold Stein M: Multivariate Analysis: Methods and Applications.

5. R A Johnson and D W Wichern (1988): Applied Multivariate Statistical Analysis.

6.   A E Maxwell (1977): Multivariate Analysis in Behavioural Research.

7.Gorsuch, Richard L. (1983) Factor Analysis. Hillsdale, NJ: Erlbaum 

9. Morrison, Donald F. (1990) Multivariate Statistical Methods. New York: McGraw-Hill. 

Additional References

1. Armitage, P and Berry G. 1987, Statistical methods in Medical Research (chapter 10), Blackwell Scientific Publications, USA, 

2. Anderson T.W.An Introduction to Multivariate Statistical Analysis. (Chapter 6, 11, 14), Wiley Eastern, New York, 1984.

3. Jae-On Kim and Charles W. Mueller 1986.Factor analysis: Statistical Methods and Practical issues, Sage Univ. paper 14, Sage publications, New Delhi, 

4 .M.S. Aldenderfer and Roger K. Blissfield
1984.Cluster Analysis. Sage Univ. paper 44, Sage publications, New Delhi,


5.  W.D. Berry and Stanley Feldman 1985, multiple regressions in practice   Sage Univ. Paper 50, Sage Publications, New Delhi,

6. W.R. Klecka. 1980.Discriminate analysis Sage Univ. Paper 19, Sage Publications, New Delhi, 

7. Chatfield C, and Collins, A.J. 1979. Introduction to Multivariate analysis. (Chapters, 4, 5, 6, 7) Chapman and Hall, New York,   Arthertine Inc. 

8. Johnson, R.A, and Wichern, W.D., 1988, Applied Multivariate Analysis. Prentice Hall, International Inc., USA  

BST18: Core XV:  : Clinical Trials

(4 Credits – 4 hours of Theory Teaching per week)
Unit I

Introduction to clinical trials: the need and ethics of clinical trials, bias, and random error in clinical studies, conduct of clinical trials, overview of Phase I – IV trials, multi-center trials. Protocol: Inclusion/ exclusion criterion, 

Unit II

Primary and secondary responses, Monitoring, Analytical methods, single and double blinding. Data management: Data definitions, case report forms, database design, data collection systems for good clinical practice.

Unit III

Design of clinical trials: Parallel vs. cross-over designs, cross-sectional vs. longitudinal designs, review of factorial designs, objectives and endpoints of clinical trials, design of phase I trials, design of single-stage and multi-stage Phase II trials, design and monitoring of Phase III trials with sequential stopping, design of bioequivalence trials. Non-inferiority trials. Superiority trial.

Unit IV

Reporting and analysis: Analysis of categorical outcomes from Phase I – III trials, analysis of survival data from clinical trials. Multi centric trials. Surrogate endpoints: Selection and design of trials with surrogate endpoints, analysis of surrogate endpoint data. Multiple end points and decisions. Meta-analysis of clinical trials.

References

1.  S. Piantadosi (1997): Clinical Trials, A Methodologic Perspective, Wiley and sons.

2.  C. Jennison and B W Turnbull (1999): Group Sequential Methods with Applications to Clinical Trials, CRC Press.

3.  L M Friedman, C Furburg, D L Demets (1998): Fundamentals of Clinical Trials, Springer Verlag.

4.  J L Fleiss (1989): The Design and Analysis of Clinical Experiments, Wiley and sons.

5. E Marubeni and M G Valsecchi (1994): Analyzing Survival Data from Clinical Trials and Observational Studies, Wiley and sons.

6. Armitage, P. and Berry, G. (1994) Statistical Methods in Medical Research, 3rd Ed. Blackwell, Oxford. 

7. Breslow, N.E. and Day, N.E. (1987) Statistical methods in cancer research. Volume II - the design and   analysis of cohort studies IARC, Lyon. 

8. Easterbrook. P.J., Berlin, J.A., Gopalan, R., and Mathews, D.R. (1991) Publication bias in clinical research. Lancet 337 867-72. 

9. Glasziou, P.P. and Mackerras, D.E.M. (1993) Vitamin A supplementation in infectious disease: a meta-analysis. British Medical Journal 306 366-70. 

10. Pocock, S.J. and Hughes, M.D. (1990) Estimation issues in clinical trials and overviews. Statistics in Medicine 9 657-71. 

11. Thompson, S.G. (1993), Controversies in meta-analysis: the case of the trials of serum cholesterol reduction. Statistical methods in medical research 2 173-92. 

BST19: Elective group IV

Ethics, Integrity and Aptitude 
(3 Credits – 6 hours of T/L per week)
This paper includes questions to develop the student’s attitude and approach to issues relating to integrity, probity in public and social life and his/her approach to various issues and conflicts faced by him/her while dealing with society. case study approach may be utilized to inculcate these values and appropriate positive aptitude for  in depth understanding .

Unit- I
Ethics and Human Interface- Essence, determinants and consequences of Ethics in human actions; dimensions of ethics; ethics in private and public relationships.

Human Values- lessons from the lives and teachings of great leaders, reformers and administrators; role of family, society and educational institutions in inculcating values.

Unit- II

Attitude- content, structure, function; its influence and relation with thought and behaviour; moral and political attitudes; social influence and persuasion.

Aptitude and foundational values for integrity, impartiality and non-partisanship, objectivity, dedication to social service, empathy, tolerance and compassion towards the weaker-sections.

Unit- III

Emotional intelligence-concepts, and their utilities and application in academic, corporate sector and public services. Contributions of moral thinkers and philosophers from India and world. Values and Ethics in academic and pubic administration- Status and problems; ethical concerns and dilemmas in government and private institutions; laws, rules, regulations and conscience as sources of ethical guidance; strengthening of ethical and moral values in academic life.

Unit- IV

Probity in Education and Research- Concept of Intellectual Property Rights(IPR) ,  Philosophical basis of teaching and probity; Information sharing and transparency in Education and Research, Codes of Ethics, Codes of Conduct, Citizen’s Charters, Work culture, Quality of service delivery, challenges of corruption.

Case Studies on above issues

References

1. P.D.Sharma, Ethics, integrity and Aptitude, Rawat Publications, Jaipur .
2. G. Subba Rao and P.N. Roy Chowdhury , Ethics, Integrity and Aptitude, Access Publishing.
3. Nanda Kishore Reddy and Santosh Ajmera, , Ethics, Integrity and Aptitude, Mcgraw Hill Education.
BSP04 : Core Practical IV : BIOSTATISTICS PRACTICAL 
(4 Credits – 8 hours of T/L per week)
Note on Practicals: Each practical session should correspond to two teaching hours. 

1. Hotelling T2/D2 (Discriminant analysis)

(a) To test Ho :μ = μo  from N(μ, ∑ ), ∑ unknown.

(b)  To test Ho: μ1(1) = μ2(2) 
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(c) Testing for covariance matrix

                                      (i)Testing Σ= Σ0 (given)

                                      (ii)Testing Σ1= Σ2 

(d) Inference about sample means vectors when Σ is known.

(e) Discriminant Analysis

(f) Problem of Misclassification

2. Multivariate Analysis of variance (One way classified data only).

Experiments based on:

3. Principal components

4. Canonical correlations

5. Factor Analysis

6. Cluster Analysis

7. Meta analysis

8. clinical trials

9. Simulation / Bootstraping
                                                   And
              Any other relevant practicals based on the topics of papers – BS41, BS42 and BS43

Practical work should be done on statistical packages or using high level languages. The purpose of this part is to use a statistical package such as MS- Excel /S+/ R/ MINITAB/ SPSS etc. to carry out statistical procedures already known to students based on theory papers taught in semester IV. No new statistical methods should be presented but interesting data can be analyzed using known methods on the package. 

BS MPR: CoreXVI ; Major Project (Biostatistics):

(4 Credits – 8 hours of Theory/Lab/Field work/libraryper week)
Project work/ Dissertation should be assigned by Course Coordinator/ Director to the students at the end of the second semester before the summer vacation .Students are expected to devote sufficient time for completion of project after  Second semester. Dissertation/ Project Work should be submitted for evaluation 15days before commencement of Theory/ Practical Examinations of semester IV, whichever is earlier.
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